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CHAPTER 1

INTRODUCTION

1.1 ©PURPOSE OF THE STUDY

0il and gas exploration and recovery on the outer continental shelf are
very hazardous activities, even when they are designed and managed with the
utmost care. Controlling safety and environmental hazards offshore has become
increasingly important as activities have been undertaken in more hostile
regions of the sea where, for example, water depths are greater, temperatures
are lower, icing is common, and storms are more violent and less predictable.
Similarly, hazard management has become increasingly important in fields that
are much further from shore and that often have high and unpredictable
formation pressures.

The more extreme environments now under development require the use of
more innovative and ambitious technologies whose performance is more uncertain
than the performance of technologies used in earlier phases of the offshore
industry. Critical elements of the new technologies, such as drilling
platforms, are often not simply extensions of land-based technologies, nor are
they evolutionary modifications of the technologies used in more benign
offshore conditions. Furthermore, typical platforms for hostile, deep-water
environments are much larger and more expensive than those used in the Gulf of
Mexico. Thus, the combination of hostile environments, uncertain technologies,
and large scale operations poses new risks with potentially greater
consequences for workers, the environment, and investors.

Everyone concerned with offshore operations wants better ways to
anticipate and cope with their hazards. Designers, builders, operators,
owners, insurers, workers, regulators, and neighbors would all prefer that the
risks associated with these technologies be reduced to the lowest levels that
can be achieved at reasonable costs. At the same time, however, the costs and
benefits of improved offshore safety management do not fall equally on each of
these groups. As a consequence, the degree of risk that one group would find
acceptable is often felt to be too low or too high by others, with the result
that reasonable people often disagree about the exact nature and degree of
regulation of offshore activities that is necessary or desirable. Such
disagreements can not be resolved by appeal to cost/benefit analysis that
arbitrarily combines the costs and benefits of regulation regardless of where
they fall. Instead, other approaches to regulatory decision-making are needed
to help each party to a decision understand what that decision means to them.



Chapter 1 - INTRODUCTION

One relatively new and promising approach to identifying, analyzing, and
managing the hazards of technological projects is probabilistic risk analysis.
As we use the phrase in this report, risk analysis encompasses a series of
techniques that are used to systematically identify and analyze the ways in
which engineered systems can fail to perform the tasks for which they were
designed. Prominent among these techniques are various methods of engineering
risk analysis including failure modes and effects analysis, hazard and
operability studies, and fault and event tree methods. Each of these methods
is designed to address complex engineered systems made up of distinct elements
SO as to analyze how a failure of any one of the elements might lead to
undesirable consequences, or conversely to determine how certain types of
undesirable events might be initiated by failures of one or more of the
elements.

For purposes of this report, risk analysis also encompasses two other
classes of analytical methods: structural reliability analysis and chemical
risk assessment. The former is a set of techniques used to estimate how
complex mechanical structures made of imperfect material elements and
connections will respond to externally-applied forces that vary randomly in
time. The latter is a set of procedures used to identify and analyze the risks
that exposures to chemical substances pose to health and the environment. Each
of these classes of probability-based analytic techniques shows promise for use
in managing offshore safety and environmental risks.

The main purpose of this study is to examine the possibilities for, and
limitations of, using risk analysis in managing offshore hazards. It is
focused especially on such use by the Minerals Management Service (MMS~) of the
U.S. Department of the Interior as it fulfills its mandates to ensure that
offshore petroleum resources are developed with due concern for the safety of
workers, for the preservation of the natural environment, and for the
maintenance of alternative uses of the nation's ocean resources.

In addition to the examination of the potential use of risk analysis, this
study has also examined how the current U.S. system of offshore regulation
might be modified to take advantage of new approaches to the management of
technological risks. This part of the project arose from the realization that
risk analysis has facilitated the use in other countries of alternative
approaches to offshore safety management that offer certain potential
advantages over aspects of the approaches now in use in the United States.

1 The MMS leases Federally-owned offshore lands for the recovery of
minerals, including oil and gas. In cooperation with other Federal agencies
such as the Environmental Protection Agency (EPA) and the Coast Guard, MMS is
responsible for seeing that all applicable laws and regulations regarding
health, safety and environment are followed by its leaseholders. 1In addition,
MMS can require, through lease stipulations, that offshore activities comply
with other rules and orders that it establishes for these purposes.

1-2



Chapter 1 - INTRODUCTION
1.2 APPROACH OF THE STUDY

We considered four sets of experiences with risk analysis that should be
helpful in deciding on what role it might play in the programs and decisions of
the MMS. These four sets of experiences were: (1) use of risk analysis in the
offshore regulatory agencies of other countries, especially Norway and the
United Kingdom, (2) use of risk analysis in U.S. regulatory agencies that have
of fshore responsibilities, including the MMS, (3) use of risk analysis in other
industries, and (4) use of risk analysis in firms that are active in offshore
development in the U.S. We emphasized items (1) and (2). In addition to a
review of the literature and discussions with government and industry
representatives in the United States, the study included a two-week round of
visits to the United Kingdom and Norway for interviews with government,
industry, trade union, and academic experts.

The consideration of alternative approaches to offshore regulation using
formal risk analysis was based on a comparative analysis of the regulatory
systems of the U.S., the United Kingdom and Norway, and on analogies between
the offshore regulatory regime and the systems of risk management in use for
such technologies as nuclear power, civilian aviation, and chemical
manufacturing. The options for redesign of the offshore safety management
system we considered are limited to those that would take greater advantage of
formal decision-making techniques, such as risk analysis. This has not been a
study of the costs and benefits of offshore safety and environmental
regulations, individually or in the aggregate, nor has it been an evaluation of
the regulatory system now in place.

1.3 THE NATURE OF OFFSHORE RISKS

Offshore oil and gas operations present a wide array of risks that range
over different categories of hazard, that range from the chronic and routine to
the rare but catastrophic, and that affect different groups of people and
economic interests in widely different ways. This set of risks iIs among the
most complex and diverse of those of any technology in use today.

In considering the potential role of risk analysis in the management of
offshore risks, it 1s useful to categorize those risks with respect to several
of their characteristics in order to understand their origins and their
implications for the kinds of information needed to make risk management
decisions about them. The next few sections examine some of these
characteristics.

1.3.1 Categories of Offshore Risks

Offshore hazards can cause worker injuries and loss of life; damage to the
natural environment, including the loss of the productivity of regions
dedicated to fishing and to collection of bottom-living shell fishj; damage to
physical property such as equipment, platforms, pipelines, and vessels; and the
loss of access to the undersea energy resource. Each of these types of damage

1-3



Chapter 1 ~ INTRODUCTION

is of concern to owners and operators of offshore installations, to workers, to
regulatory authorities, to other industries that depend on the ocean's
productivity, to insurance underwriters, and to the general public.

However, these parties differ in the nature and degree of their concerns.
For example, the concern of regulatory authorities is constrained by their
statutory mandates, their operating budgets, and their need to focus on
specific high-priority areas. Both owners and workers are concerned about
workplace injuries, but because owners do not feel the same financial and
psychological costs of injuries as the workers do, owners may logically be
somewhat less concerned about preventing injuries than workers are. (This is
not to suggest that owners and operators are not concerned about worker safety,
but only that their concerns differ in intensity from those of the workers and
their families.) Similarly, environmentalists and commercial and sports
fishermen may be more concerned about environmental damage due to chronic oil
spills than are workers and operators, while workers may be relatively more
concerned with general rig maintenance problems than are environmentalists or
fishermen. These differences in the foci of concern for different types of
offshore hazards and in the relative magnitudes of those concerns will be shown
later to have important implications for the appropriate use of risk analysis
in risk management.

1.3.2 Magnitude and Frequency Characteristics of Offshore Risks

It is useful to classify offshore loss events into those that are chronic,
recurring, and individually small in size, from those that are infrequent and
have catastrophic consequences. (Logically, this classification scheme should
also include small, infrequent loss events as well as large, frequent ones.
Ordinarily, however, no one is concerned with managing the former, while no
industrial activity that has the latter characteristics is likely to remain in
favor with anyone!)

The class of small, chronic and recurring loss events is typified by
routine worker injuries due to slips and falls, the dropping of heavy items
from high places, chronic releases of contaminated water to the surrounding
ocean, and the slow corrosion and fatigue of structures from exposure to the
elements.

The class of large, infrequent offshore loss events is typified by the
loss of well control with subsequent fire or spillage of oil in large volumes,
and the total loss of a platform due to structural failure, storm or earthquake
with consequent multiple loss of life. Often, regulatory authorities give more
attention to preventing large and infrequent events, even when the aggregate
losses due to chronic events are the same or greater. This is not
unreasonable, since, as discussed in chapter 2, the public expresses greater
concern about single, large losses than about an equivalent sum of small ones.
As shall be shown later in this report, in practice the use of formal methods
of risk analysis has reinforced this tendency to emphasize large loss events.

1-4
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1.4 THE CHANGED NATURE AND CONTEXT OF OFFSHORE ACTIVITIES SINCE 1973

During this project, it became clear that it would be useful to compare
the current nature and context of offshore oil and gas development in the
United States with the circumstances of the industry a decade ago; that is, in
1973. The reason for taking this perspective is that the current framework for
offshore o0il and gas regulation is based in part on analyses of the
circumstances that prevailed at that time. (Marine Board, 1972; Kash, et al.,
1973) Furthermore, the international oil economy has undergone a series of
revolutionary changes since 1973. A number of observations about these and
other changes will help set the stage for this study.

First, until the oil embargo of late 1973, the American public and their
leaders were essentially unaware of the importance of imports to the supply of
energy in this country. The few instances of fuel oil shortages that had been
experienced in the preceding winter, and the occasional gasoline lines of the
summer of 1973 were attributed by the public, the press, and political leaders
to poor planning by the o0il industry. The world price of o0il at that time was
approximately $2.50 per barrel, as compared with $29.00 in 1983, and retail
prices of gasoline were on the order of $0.39 per gallon, as compared with
three to four times as much in 1983. The idea of national energy
self-sufficiency ("energy independence') had not yet emerged as a political
response to the "Energy Crisis".

In 1973, nearly all offshore 0il and gas operations in U.S. waters were
located in the Gulf of Mexico and off the coast of Southern California. The
only other offshore production was in state waters off southern Alaska. In
1983 offshore fields accounted for 14%Z of domestic oil production, as compared
with 17% in 1973. While exploration had been underway in the North Sea for a
number of years, only a few producing wells had been completed in that area of
the world.

The offshore regulatory system in use today was codified by the 1978
Outer-Continental Shelf Lands Act Amendments. This legislation has some of its
origins in a major study of offshore energy management that appeared in 1973
under the title, Energy Under the Oceans. That study, financed by a grant to
the University of Oklahoma from the National Science Foundation, was authored
by D.E. Kash, I.L. White, and others. (Kash later served during the Carter
Administration as the Associate Director of the U.S. Geological Survey for the
Conservation Division, which became the Minerals Management Service in 1982.)
Another influential analysis of offshore technology and regulation was
published by the Marine Board in December 1972 under the title, Outer
Continental Shelf Resource Development Safety.

Energy Under the Oceans reveals that in 1973 the principal offshore hazard
of concern to environmentalists was damage to waterfowl. This concern was no
doubt due to the widely publicized waterfowl losses that followed several major
tanker accidents of the early 1970's. Similarly, the Marine Board study was
concerned only with environmental pollution and did not address personnel
safety at all. By contrast, the same interests are now primarily concerned
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about the effects of toxic discharges on the productivity of benthic organisms,
and there is greater awareness of the threats to workers from injuries and
exposures to hazardous chemicals in the offshore industry.

In 1973 and 1974, the first attempts to apply probabilistic risk analysis
to offshore risks were published. Two contracts were awarded by the USGS, then
the regulatory agency for offshore energy, to consulting firms to assess the
potential utility of these methods in offshore risk management. (Franz, et al.,
1973; General Electric Co., 1974.) These contracts were let in response to an
earlier NASA-performed study which suggested that probabilistic risk analysis,
which had been used successfully in NASA projects, might be useful in offshore
risk management. (Dyer, et al., 1971) (For further details on the two
projects, see chapter 4 of this report.)

In 1973, firms operating offshore in the U.S. were at the forefront of the
state-of-the-~art in offshore technology, and they had amassed the bulk of
offshore operating experience world-wide in any environment. The producing
nations with regulatory systems and concerns similar to those of the U.S.,
namely the U.K. and Norway, had only begun to amass experiences that might be
usefully transferred to the U.S. context. This should be contrasted to the
situation now, when those nations and their operators haveconsiderably more
experience in operating and regulating under hostile field conditions than do
U.S. operators and regulators.

Another major change from 1973 to the present day is the explosive growth
in the use of formal methods of analysis in regulatory decision-making in the
U.S. 1In 1973, the only requirement for formal analysis was the National
Environmental Policy Act of 1969 which mandated the performance of
Environmental Impact Statements for any major Federal action having an adverse
environmental impact. Some environmental laws required that decisions under
them be based on the results of analyses of risk or of costs and benefits, but
they had little impact on the offshore regime. Furthermore, many of the
applicable environmental laws were passed between 1970 and 1972 (e.g., Clean
Air Act and Occupational Safety and Health Act in 1970, Federal Water Pollution
Control Act Amendments and Coastal Zone Management Act in 1972), and by 1973
they had not yet reached the stage at which their implementation had put clear
burdens on the regulatory system. By contrast, in 1983, agencies, unless
forbidden by law, are required by Presidential Executive Order 12291 to base
their major regulatory decisions on an explicit cost/benefit analysis.
Furthermore, court decsions have increased the burden on agencies to show that
their regulatory decisions are based on the results of careful analyses. (See
chapter 5 for more details on requirements for regulatory and safety analysis.)

The overall tenor of business—government relationships has changed
dramatically over the decade, 1973 to 1983. 1In 1973, government appeared to be
at great odds with business. New regulatory regimes were introduced on a
regular basis, with little explicit attention to the costs they might impose on
business operations. The o0il industry was widely thought to be omnipotent, and
was viewed with great mistrust by many in government.
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Nothing could have changed more during the last decade than the prevailing
attitude of government officials toward business. Today, politicians of all
persuasions compete to do more to help revitalize American industry, including
varieties of regulatory reform. Regulatory relief is a major element of the
Reagan Administration's economic recovery plan. Similarly, it would appear
that government is not viewed by industry as an antagonist, and industry
representatives have been more willing to cooperate with government regulatory
agencies.

Finally, the last decade's extensive reorganization of the natural
resource management agencies of the Federal government can not be overlooked as
a major change in the context of offshore activity. Foremost is the formation
in 1977 of the Department of Energy, which raised energy-related issues to
Cabinet level. In 1982, the Conservation Division of the USGS, the part of
that traditionally scientific agency charged with regulating offshore energy,
became the basis for the formation of the Minerals Management Service. This
signaled that controlling offshore resources and their associated risks was no
longer seen as a technical issue, and that their management had become an
important area of public policy concern. Finally, during the last decade,
several interagency memoranda of understanding have been promulgated to manage
problems of overlap and conflict among the requirements of the Federal agencies
with jurisdiction over offshore safety and environmental protection.

All of these changes during the last decade have important implications
for whether the current regulatory framework and the methods it uses for
managing offshore risks are adequate for the anticipated development of hostile
of fshore regions where new and untried technologies will often be used. The
remainder of this report examines this important question.

1.5 RATIONALES FOR OFFSHORE SAFETY REGULATION AND R&D SUPPORT

In analyzing public policies for offshore risk management, it is useful to
examine the rationales that underlie the government's roles in régulating
offshore safety and environmental risks and in supporting research and
development to improve offshore technologies. The issue of whether such
government activities are appropriate has been frequently raised in the United
States, and it has been reemphasized during the current administration. The
basic question is whether the private sector can adequately address these
needs, or whether government must supplement private activities in order to
enhance the performance of the market and to protect interests that the market
may otherwise underemphasize.

The most straightforward rationale for offshore safety and environmental
regulation is that offshore development takes place on lands that are owned in
common by the people of the United States, and that operators are there to
exploit offshore resources only at the sufferance of the people acting through
their government. Unlike most industrial activity whose fundamental purpose is
to serve private interests, offshore operations take place for the benefit of
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the nation as a whole. Thus, the nation is free to impose requirements of its
choosing on those private parties that find it profitable to recover the common
resource.

At the same time, of course, once the decision is made to exploit the
common resources of the ocean using private operators, it is necessary that the
private operators be allowed to earn a reasonable return from their investments
and efforts. Otherwise, private operators will not come forth and the public
will not enjoy the fruits of its resources. Thus, regulatory controls on
operators must be reasonably consistent with both private interests and the
public interest.

The second rationale for regulation is that, in the absence of regulation
by governmental authorities, there are insufficient incentives to keep offshore
operators from damaging the natural environment and other aspects of the
productivity of the ocean. This results from the classic failure of the market
to put prices on those resources. Operators also have less incentive to
correct situations that can lead to worker injuries and deaths than workers,
their dependents, or the public might prefer. This results from the
unsymmetric access to both information and control systems that workers and
operators have, from the ability of operators to spread their risks through
insurance and the scale of their activities, and from the existence of certain
practices such as state workmen's compensation laws that limit a firm's
liability to pay for the full costs of accidents.

On the other hand, since operators do have to pay for the costs of
offshore accidents associated with losses of property or of the energy resource
itself, they are concerned to make offshore activities safe. The fact remains,
however, that because the incentive structures are different, the different
parties find different levels of risk to be acceptable. In a competitive
world, even well-intentioned operators can not afford to reduce these risks to
a level that workers, environmentalists, and the public would find acceptable,
unless their less-scrupulous competitors are required by law to do the same.

Similar considerations underlie the government's role in supporting
research and development on offshore technology, especially that which relates
to safety and environmental control. As a rule, industry tends systematically
to underinvest in developing improved technologies, and this tendency is
greater for process technologies, which are the dominant type used offshore.
This fact, which can be demonstrated both empirically and using a theoretical
economic analysis, has been used to rationalize a government role in supporting
R&D in a number of areas, in addition to offshore technology. Furthermore, it
is often argued that government has an obligation to help develop the new
technology needed to cope with its own regulatory requirements, and that it can
help to stimulate discovery and more rapid implementation of such new
technology by industry if it does its own reearch on the subject. (The
argument is that there is a disincentive for industry to develop better ways of
controlling safety and environmental hazards, since to do so is to invite more
stringent regulation.) Finally, it can be argued that government officials
need to have their own connections with the R&D community in the areas in which
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they regulate to enhance their capabilities to regulate efficiently and fairly.
Unless they have intimate knowledge of new developments in offshore technology,
regulators may make serious errors in promulgating and updating regulatory
requirements. Supporting R&D can provide a window on technology that
government officials can not otherwise open.

These arguments do not exhaust the rationales that have been offered for
of fshore safety regulation or for support of R&D on offshore technology.
However, they suffice to give a sense that such programs and activities need
not be thought of as unwarranted intrusions into the prerogatives of private
firms and operators, but as constructive contributions to maintaining a viable
offshore industry. The challenge for regulatory authorities is to limit that
intrusion to the minimum necessary and to use regulatory approaches that give
operators the maximum flexibility in achieving broader public goals. Formal
risk analysis may offer another opportunity for government and industry to work
together toward their individual and shared goals.

1.6 ORGANIZATION OF THIS REPORT

Chapter 2 of this report provides an intoduction to concepts, issues and
methodologies used in risk analysis of engineered systems. Particular attention
is paid to the definitions of key terms, in view of the variety of definitions
that are used in both the professional and lay literature on. Common
methodologies are described and illustrated, and the strengths and limitations
of the most widely used ones are discussed. The reader who already 1is
conversant with risk analysis methods is encouraged to read at least the first
part of chapter 2 to ensure that he understands which definitions we are using.

Chapter 3 describes and analyzes in some detail the offshore regulatory
systems of the United Kingdom and Norway. It is based on a field study of the
two countries by project staff, and on extensive documentation of their
practices. (Details of the field study are given in chapter 3 and in the
appendix.) Special attention is given to the use of risk analysis in the two
countries and to the role of their governments in supporting research and
development on safer offshore technologies.

Chapter &4 reviews experiences with formal probabilistic risk analysis in
the U.S., the U.K. and Norway as applied to offshore problems. It also reviews
major studies of risk management in the three countries in order to give a
better understanding of the issues in each country and to show the degree to
which formal analytical methods are used in each in addressing important policy
problems.
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U.S. in both offshore and other kinds of regulation to
might be more widely applied to the offshore regime in
chapter discusses trends in both public regulation and
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countries and of the
show how risk analysis
this country. The
doctrines of private

liability as a backdrop against which to understand the growing importance of
formal analysis in managing safety and environmental risks. It also shows how
the performance of each of the major functions of the Minerals Management
Service might be enhanced by taking advantage of the capabilities of risk

analysis.

Chapter 6 integrates the project and summarizes the findings, observations
and policy options identified in the earlier parts of the report. It notes
where risk analysis may play a role, and also comments on its strengths and its

limitations in managing offshore risks.
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CHAPTER 2

DEFINITIONS, CONCEPTS, AND METHODS IN RISK ANALYSIS

2.1 INTRODUCTION

Since the early 1960s, there has been an explosion of interest in formal,
systematic approaches to identifying, analyzing, and managing the uncertain and
undesirable consequences associated with the use of modern technological
systems. A qualitative change has occurred in how we think about controlling
hazards and about managing safety in industry and government. Fundamentally,
attention has shifted from add-on devices that seek to limit the damage from
undesirable events, to procedures that are intended to anticipate accidents and
to change the fundamental design of products and processes so as to reduce the
likelihood and/or severity of accidental events.

Such fields as risk analysis, risk assessment, and reliability engineering
have come of age during the last two decades as systematic methods for
implementing the new philosophy of systems safety. These methods were
originally developed for improving the reliability and safety of complex
defense and space systems and were adopted for such civilian areas as nuclear
power plants, airliners, and chemical plants. Similarly, structural
reliability methods were developed as improvements over deterministic design
methods to help account for the inevitable imperfections in materials and
devices, for materials fatigue under cyclic loadings, and for the fact that the
loads applied to structures are often randomly varying with time. The advent
of powerful computers facilitated the complex calculations that these
analytical methods usually involve.

During the same period, concern grew rapidly for the damage that modern
technology can do to the natural environment, worker and consumer safety, and
human health. The subsequent rapid growth in the 1960's and 70's of
governmental regulation to control this damage embodied needs to set standards
of control, to establish priorities for the attention of government officials
and industry, and to fix appropriate objectives for the socially desirable
levels of safety in circumstances where, by definition, the marketplace is
incapable of doing so. Modern methods of risk analysis and risk assessment
have proven to be powerful adjuncts to the judgments of public officials who
must make these critical decisions.

Because the broad field of risk analysis has such diverse origins (as well
as other origins not discussed here in such fields as financial analysis and
the assessment of the risk of political change in foreign nations), a variety
of definitions is used for some of the key terms and concepts. In addition,
the methodologies implied by such terms as "hazard analysis" often differ.
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In order to clarify the scope and intent of this study, this chapter sets
out the definitions we are using for key terms, discusses a few central
concepts in the field, and outlines some of the basic methodologies of risk
analysis.

Risk analysis is a large field with a vast and growing literature and its
own professional society, the Society for Risk Analysis. Two important
journals are Risk Analysis, published by the Society, and Risk Abstracts. For
further reading, one should see, for example, the books by Henley and Kumamoto
(1981), Rowe (1977), Lowrance (1976), Lees (1980), Wilson and Crouch (1982),
Frankel (1984), and Roland and Moriarty (1983); along with reports by the
Marine Board of the National Academy of Engineering (1972, 1981, 1984), SINTEF
(Andersen, et al., 1983), Vinnem (1982), and the "Ramusssen' report on nuclear
reactor safety (Nuclear Regulatory Commission, 1975). Some of the material in
this chapter is adapted from a thesis and report by Cheney (1983) that was
written for this project.

2.2 DEFINITIONS OF TERMS

The word "risk'" is used in at least two ways in the risk analysis
literature. "A risk of" tends to be synonymous with the word "hazard", and
refers to any uncertain and undesirable event or to the outcome of such an
event. For example, one speaks of '"the risk of" an explosion in a dynamite
factory or "the risk of" health effects from exposure to a hazardous chemical.
This is the more intuitive use the word risk which corresponds roughly to the
dictionary definition of risk as "a possibility of loss or injury". It gives
rise to the notion that risk analysis includes any sort of careful study of
undesirable events and consequences, and to the colloquial use of "a risk" to
mean any undesirable event or outcome. In the latter sense, risk is roughly
synonymous with hazard and loss.

A more precise definition of "risk' used by some practitioners of formal
risk analysis is that risk is '"a compound measure of probability and magnitude
of adverse harm" (Lowrance, 1980). This measure, which has meaning only over a
specific period of time, can be expressed mathematically as shown by the
following (Henley and Kumamoto, 1981):

RISK = FREQUENCY X MAGNITUDE

(conseguences) / events ) (conseguences).

unit of time unit of time event
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For example, the risk of death from car accidents in the U.S. can be
approximated by:

50,000 deaths/year = (50 X 10% accidents/year) X
(1073 deaths/accident).

For an activity with only one kind of risk, this definition corresponds to
the statistical "expected value" of harm. More generally, for an activity that
may cause several kinds of harm, the expected value of harm (i.e., the risk) is
the sum, over each of the kinds of harm, of the probability of that kind of
harm, given that the harmful activity occurs, multiplied by the magnitude of
the consequences of that kind of harm. In this more rigorous perspective on
risk, risk analysis is a process for identifying and describing the undesirable
consequences of an activity and for showing the relationships among their
causes, probabilities, and magnitudes.

Finally, even in the professional literature on risk analysis, it is not
uncommon to see the word "risk' used to refer only to the probability that an
undesirable event will occur in a given time. For example, one will see
expressions such as, "The risk of injury from using this tool is one in
10,000," when what is meant is that the probability of injury is one in 10,000.
Such usage no doubt arises from the fact that the magnitude of the harm is
assumed to be adequately understood in such cases and that the probability
statement is sufficient to capture the concern for loss. However, when the
harm is complex (for example, several sorts of losses are involved or the
expected value of harm per unit of time is a combination of harms of several
independent outcomes having different patterns of occurence), then it is
insufficient to use the word risk to refer only to probability.

2.2.2 Hazard, Safety, and Reliability

Three other words are of importance here. '"Hazard" is defined by
Webster's as "a source of danger". Thus, it is appropriate to speak of the
“"risk of a hazard", as in the risk of skiing or the risk of living near a
munitions plant, where the source of danger; i.e., the hazard, is the act of
skiing or the presence of the plant.

"Safety'" is defined by Webster's as 'the condition of being safe from
undergoing or causing hurt, injury, or loss.'" Unfortunately, this definition
connotes absolute freedom from such events, whereas it is only useful to think
in terms of relative safety, which is a condition of being relatively safe, or
acceptably safe, from undergoing or causing hurt, injury, or harm.

"Reliability" means 'the quality or state of being suitable or fit to be
relied on." Typically, reliability and reliability analysis focus on the
probability that a system will perform as it is intended to, whereas risk and
risk analysis focus on the probability as well as the consequences of a system
failing to perform as intended.
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2.3 ISSUES IN RISK MANAGEMENT

2.3.1 Risk Perception

Individuals' beliefs about, or perceptions of the magnitudes,
probabilities, expected values and relative rankings of risks generally differ
from their objective values as determined by scientific measurements and models
of these attributes of risk. (Slovie, et al., 1980) For example, many people
believe that airplane travel is more risky than automobile travel, although,
based on historical records, the probability of death per passenger mile from
riding in commercial airplanes is lower.

A large and growing literature is focused on why lay people perceive risk
differently from experts. Fischhoff, et al. (1981) suggest that people’s
experiences and anxieties, along with differences in the media coverage of
risks, contribute to the discrepancy between the 'perceived risk" and the
computed risk based on historical records. Another explanation for the
difference 1s that most people have little feeling fgr small probabilities.

The difference between a probability of death of 10 */year and 10 °/year cannot
be grasped by most people. Another view is that people do not naturally think
in terms of probability and consequences at the same time -- they focus on
either the consequence of an event or its probability, but not on both at once.
For example, some people focus on the large potential consequences of a nuclear
reactor accident, while others focus on the low probability that such an
accident might occur, but few focus on the calculated risk, which is the
product of the two. Furthermore, where one focuses in such cases is determined
not only by the objective evidence but also by one's beliefs and preferences
about how the world does or should work.

2.3.2 Acceptable Risk

The concept of acceptable risk refers to how individuals, groups and
society determine which risks are acceptable. (Fischoff, et al., 1981) The
acceptabilities of the risks of a set of hazards usually do not correspond to
their expected values of harm. Researchers have identified many factors, other
than a straightforward calculation of the probability times the consequence,
that influence the acceptability of a particular risk. Among these are the
magnitude of the consequence itself, the benefits of the risky activity, the
extent to which the risk is borne voluntarily or imposed on one by others, and
the newness of the risk. Usually, society considers rare, high-magnitude risks
to be less acceptable than frequent, low-magnitude risks, even when both have
the same expected value.

Researchers have found that people accept voluntary risks, such as those
due to mountain climbing or motorcycling, that are a hundred or more times
greater than the involuntary risks that they find unacceptable. (Starr, 1969)
In addition, the degree to which people understand a risk influences its
acceptability, and this is reflected in the historical shift in society's
expectations for the control of particular risks as more has been learned about
them. Finally, groups may find risks to be more or less acceptable as a
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function of the social setting, as reflected in the greater propensity of large
groups, than of individuals, to take risky actions.

2.3.3 Public Decisionmaking Implications of Risk Perception and Acceptability

The concepts of risk perception and risk acceptability play important
roles in the political processes of decisionmaking about the control of risks.
Basing policies on the objective probabilities and consequences of a risk may
lead to the most economically efficient policies, but basing policies on how a
risk is perceived by the public may lead to policies that are more widely
accepted as correct. The regulatory agency administrator who must choose among
a variety of risks to control, and among a variety of levels and types of
control, is confronted with a difficult problem. The administrator has the
choice of making a decision based on the expected value of the risk, which may
not correspond to public preference, or of making a decision based on public
opinion, which is often divided, misinformed, and volatile. Furthermore, a
public official can seek either to reduce the risks that have the greatest
expected value, or to reduce the risks that are the least acceptable. These
alternatives actions are not usually the same, and research suggests that
different risks would receive different priorities under each goal. (Starr,
1969)

The degree to which a risk is borne voluntarily or involuntarily affects
public expectations and preferences for its control. People often object to
governmental controls on risks that they have chosen to face, such as hazardous
sports or fast driving, while they strongly support governmental programs to
control the risks that other people impose on them, such as workplace hazards
or unsafe consumer products, even if the latter, involuntary risks are smaller.

2.4 DEFINITIONS OF RISK ANALYSIS AND RELATED CONCEPTS

The literature on risk uses concepts that sound quite similar, such as
"risk analysis" and "risk assessment'. Unfortunately, clear distinctions are
rarely drawn among them, and different authors give the same terms and phrases
different, though similar meanings. Up to now, no consensus has emerged on the
exact definitions of the various terms. Since these phrases and terms are used
to delineate what the writer intends to include or exclude from a given
discussion, or policy, with respect to risk, it is important to pay attention
to how they are used.

2.4.1 Risk Analysis

Risk analysis can be defined as the process of identification and
qualitative or quantitative description and analysis of risks. This report is
concerned primarily with risk analyses of engineered systems, as opposed to
financial risk analysis (such as an investment banker might use), political
risk analysis (such as a student of foreign affairs might use), or health risk
analysis (such as a toxicologist might use to estimate cancer rates from
exposure to chemicals). The latter types of risk analysis use different
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methodologies and pose different issues from the ones considered in the present
study. As we use it, risk analysis includes all of the steps in analyzing
risks, up to and including the analysis of the consequences of an undesirable
event. However, it does not include the assignment of value to those
consequences in dollar or in other terms (a process we refer to as risk
evaluation), nor does it include the design or operation of systems to control
risks.

2.4.2 Risk Assessment

Risk assessment can be defined as the analogue of risk analysis for cases
in which the risk in question endangers human health or the environment as the
result of exposure to a chemical hazard. While there is little conceptual
difference between risk analysis and risk assessment as we use them, it should
be noted that some authors, especially those who write about the risks of
engineered systems, use the term "risk assessment" to refer to the process of
risk evaluation, described above. We do not use the words this way. Still
other authors define risk assessment as putting a risk in context by comparing
it with other risks or societal norms. In effect, they are using risk
assessment as shorthand for what is sometimes called "comparative risk
assessment.”

The methodologies used for risk analysis of engineered systems and risk
assessment of chemical hazards differ greatly. In particular, in a risk
analysis of an engineered system one is concerned with accident events whose
occurence is highly uncertain, but whose consequences, if the event does occur,
are highly predictable; whereas in a risk assessment of a chemical hazard one
is concerned with exposures whose occurence is highly predictable, but whose
consequences for any individual, if exposure occurs, are highly uncertain. An
example of the first type of accident event is the highly uncertain possibility
that a rig will experience a wellhead fire, with reasonably certain injuries to
workers if a fire occurs. An example of the second type of hazard is the
certainty that a worker in a factory making carcinogens will be exposed to
carcinogenic chemicals, with a high uncertainty about whether his exposure will
lead to cancer in later life.

2.4.,3 Reliability Analysis

Reliability analysis refers to studies of the failures of an engineered
system which do not usually consider the consequences of such failures. For
example, estimating the probability of failure of an offshore structure or of
an offshore processing system would be a reliability analysis; but adding a
determination of the economic, environmental, and human consequences of such
events would make such studies risk analyses. (Henley and Kumamoto, 1981)
Furthermore, reliability analysis typically focuses on the probability of
successful operation, viewing failure as an exceptional case, while risk
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analysis typically is concerned with unsuccessful operation. In practice, risk
and reliability analyses are often indistinguishable.

2.4.4 Structural Reliability Analysis

Structural reliability analysis is a class of reliability analysis that
focuses on the integrity of structures subject to variable loadings, made of
elements having uncertain mechanical properties, and whose behavior is
described by undertain models that include simplifying assumptions and unknown
boundary conditions. With this approach, some risk of unacceptable structural
performance is tolerated. The goal of structural design based on reliability
analysis is to ensure, at an acceptable level of probability, that the
structure will not become unfit for its intended purpose at any time during its
specified design life. Structural reliability analysis is concerned with
multiply-connected mechanical systems for which the response is treated as a
continuous function of load, at least up to a strength limit, whereas risk
analysis is concerned with systems whose components are usually treated as
being inonly one of two states: functioning properlyor failing.

2.4.5 Risk Management

Risk management is defined as the entire social process of controlling
risks. It includes risk identification, risk analysis, risk assessment, risk
evaluation, and the design and execution of programs, procedures and systems to
control risks in order to acheive some target of acceptable risk. In the
private arena, risk management includes all of the activities of safety
engineering, as well as the operational aspects of ensuring safe conduct of
activites. In the public sector, risk management includes promulgating and
enforcing regulations for safety, whether those regulations take the form of
standards of conduct, monetary incentives and disincentives, the provision of
risk information, or the modification of the rules of private liability
actions.

Some authorities, such as the National Research Council Committee on the
Institutional Means for Assessment of Risks to Public Health, which recently
produced a report on risk assessment in the regulatory process (National
Research Council, 1982), define risk management in a more narrow sense. They
reserve ''risk management' to refer to the decisions and actions taken to
control risks, and they exclude the risk identification, analysis, and -
evaluation steps from the risk management function. Strategically, however,
this makes little sense since risk managers must somehow decide which risks to
control and in what order to control them, as well as how to control them.
This means that risk identification, analysis and assessment must be part of
the risk management process, and the division of the overall risk problem into
two categories, risk assessment and risk manaagement, is logically untenable.
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2.4.6 Risk/benefit Analysis

Risk/benefit analysis combines risk analysis and cost-benefit analysis by
comparing the costs of imposing controls to reduce risks with the benefits of
that reduction. Both are measured in common units such as dollars.

In a variant of this meaning, some writers define "risk/benefit analysis"
as the process of comparing all the risks of using a technology with all the
benefits of such use, in the sense, for example, that one might compare the
benefits of recovering offshore o0il against the risks that offshore activity
might cause illness or death in order to determine whether to proceed with
offshore resource development. It is unusual, however, to face a ''Go/No-Go"
decision either to (i) accept all of the risks and all of the benefits of a
technology, or (ii) forego both the risks and the benefits entirely. More
frequently, one faces a decision on the margin about whether some portion of a
technology's benefits might be given up in order that some increment in safety
might be gained. Thus, this second formulation of risk/benefit analysis is
actually only meaningful in unusual circumstances.

2.4.7 Safety Systems

Safety systems are systems of hardware, software and organizations that
are added to an engineered system to help forestall the occurence of accident
events having undesirable consequences or to help manage the undesirable
consequences of an accident event if it does occur. For example, a pressure
relief valve, a vent line, and a vent flare installed on a pressure vessel that
contains flammable hydrocarbons would be a safety system, as would a sensor and
a valve to shut down a heating unit under such a vessel in the event that its
pressure rises dangerously high. Similarly, fire fighting equipment and fire
fighting procedures on board an offshore rig constitute a safety system.

2.4.8 Systems Safety

By contrast to safety systems, "systems safety" refers to an approach to
the design and evaluation of engineered systems that is based on systematic,
forward-looking identification and control of hazards throughout the system's
life cycle. (Roland and Moriarty, 1983) It emphasizes the interactions of
failures in any part of the system with the performance of all of the other
components of the system. Thus, while a systems safety study might be
concerned in part with the adequacy of safety systems, safety systems may not
necessarily be designed from a systems safety point of view. Substantial
confusion can arise from the incorrect ordering of these two words. In
particular, the fact that a project is equipped with safety systems does not
necessarily mean that it has been designed, built and operated from a systems
safety point of view.
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2.5 METHODS FOR ANALYZING THE RISKS OF TECHNICAL SYSTEMS

The many risk analysis methods vary in their degrees of formality, in the
way the analysis is structured, and in how and by whom they are commonly used.
This section defines, describes, and assesses these methods, compares and
contrasts their strengths and weaknesses, and describes their appropriate uses.
This section provides only a brief overview of the essential characteristics of
the most popular methods of risk analysis used for offshore systems. For
details on these and other methods, the reader is referred to the books listed
at the beginning of this chapter. The risk analysis methods summarized in this
chapter can be placed in one of four general categories:

Logic diagram methods, which graphically depict the relationships between
the failures of components and failures of a system. These methods
include fault trees, event trees, cause-consequence diagrams, success
trees, and reliability block diagrams.

Matrix methods, which use matrices, charts and check lists to structure
information about the ways a system can fail. These methods include
preliminary hazard analysis, failure modes and effects analysis (FMEA),
and hazard and operability studies (HAZOPS).

Structural reliability analysis, which connects the long-term response of
a complex and imperfect structure to variable environmental and other
stresses.

Judgmental analyses, which emphasize human and social factors, and include
safety studies by expert committees.

Consequence modeling, which is a large family of models of the effects on
surrounding structures, equipment, environments, and personnel of such
phenomena as fires, explosions, releases of plumes of gases or liquids,
and mechanical and electrical releases of energy and mass.

2.5.1 Logic Diagram Methods

Fault trees, success trees, event trees, cause-consequence diagrams, and
reliability block diagrams each graphically illustrate the logical relations
between the failures or successes of components and the failure or success of a
whole system. The methods differ in the types of diagrams used to display the
relevant relationships, in whether they analyze the consequences or the causes
of an event, and whether they show the relationships that cause a system to
work or to fail.

Fault trees are logic diagrams that show the combinations of basic events,
such as component failures, that can lead to a_"top event", such as a system
failure or undesired hazard. (See Figure 2.1)" The analyst begins with the

1 A1l of the figures for this chapter appear at the end of the chapter.
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top event and creates a tree by asking "what event or combination of events
could lead to this event?" When either event A or event D could lead to
failure of subsystems 1 or 4 respectively and thus to system failure, the basic
events, A and D, are connected with an "or" gate. When both B and C must occur
in order for subsystem 2 to fail, they are connected with an "and" gate. While
these are the two basic types of gates, other gates are sometimes used to show
more complex relationships among events. The qualitative result of a fault
tree is a list of "cut sets", which are the combinations of basic events that
can lead to the top event.

Fault trees are used to describe how failures have occurred or might
occurj they can also be used to make quantitative estimates of failure
probabilities. The probability of the top event occuring can be derived using
Boolean algebra from the probabilities that each of the basic events will occur
and from the logical relationships among the basic events and the top events.
For example, if the system fails only when B and C fail, and if B and C each
fail independently with a probability of 0.1 per year, then the probability of
system failure is 0.1 x 0.1 = 0.01/year. Fault trees are most helpful in
estimating the probability of a system failure from estimates of the failure
rates of the individual components of the system.

In contrast to fault trees, which begin with a top event and search for
its causes, an event tree starts with an "initiating" event, such as a
component failure or an improper operational procedure, and shows the
consequences of that event for the other components and for the system as a
whole, contingent on other ensuing events. For example, in Figure 2.2, the
consequences of a gas leak depend on whether the gas is ignited and on whether
the fire fighting system works. As with fault trees, event trees can be used
to describe how consequences can occur or to predict the risks from an as-yet
unquantified hazard. Event trees can also be used to quantify the probability
of an undesirable consequence from the probabilities of the initiating and
ensuing events. In the example, one could estimate the probabilities of large,
moderate, and small damages from estimates of the independent probabilities of
a gas leak, availability of an ignition source, and failure of a safety system.
The probabilities of the initiating and ensuing events can be estimated from
historical records, from expert judgment, or from models including fault trees.
For example, the Reactor Safety Study (WASH-1400 or the "Rasmussen' report, an
early major risk analysis of a nuclear power plant) (Nuclear Regulatory
Commission, 1975), used fault trees to estimate the probabilities of the
branches of an event tree.

When fault trees and event trees are combined in one diagram, the result
is a cause-consequence diagram. In a cause-consequence diagram, the causes of
events are described by fault-trees and the consequences of the same events are
described by event-trees, as shown in Figure 2.3. Cause-consequence diagrams
are very flexible.

Unlike the previous methods, which analyze how systems fail, success trees
show how systems perform properly. Success trees are thus the mathematical
"dual" of fault trees. One can convert a fault tree into a success tree by
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defining all the "events'" as successes instead of failures, changing all "and"
gates to "or" gates and vice versa, and changing all failure probabilities, P,
to success probabilities, (1-P). Success trees identify the components that

need to work for the system to work.

Reliability block diagrams show the same information as success trees, but
have a form similar to schematic diagrams, as shown in Figure 2.4. Events
drawn in series are equivalent to the "and" gates of a success-tree, and events
drawn in parallel are equivalent to "or'" gates. The advantages of reliability
block diagrams are that they show how a system works more directly than a
success tree and that they are easier to follow. They thus make it easier for

an engineer to tell what systems must work if the system is to work.

Logic diagram methods are the most promising, but also perhaps the most
controversial of the risk analysis methods. They can be used to predict the
level of safety of very complex systems from data about the components, and
they focus the analysis on the most critical parts of a system. They offer
greater promise than less formal methods of capturing "all" of the important
risks in a complex system.

However, logic diagram methods have several strengths and weaknesses.
They work best for systems composed of discrete components which fail
independently of each other, in which each component either fails or does not
fail, and in which components do not continue to perform when partially
damaged. (Note that this latter characteristic makes logic diagram—based
methods quite different from structural reliability analysis methods, which are
designed to cope with imperfectly-performing elements.) Logic diagrams are
appropriate for analyzing the failure of a system composed of discrete parts
such as an o0il refinery or an offshore processing facility, where one wants to
know which combination of failures will cause which consequences. However,
they are less appropriate for assessing the probability of failure of a system
such as an offshore platform's structure, which has a high degree of
interdependence between components. In the latter case, a fault-tree analysis
might reveal that a platform could fail because of high winds, high waves, high
currents, high seismic forces, or ship collisions, but this information is not
very useful; one needs to know how quantitative levels of the various loadings
will cause the structure to fail, rather than only what combinations of factors
might cause failure. Logic diagrams provide little insight into such questions.

One can not be certain that a logic diagram includes all of the possible
failure modes, or all of the important consequences of the failure of a system.
Early risk analyses frequently overlooked important failure modes, such as
human error or improper maintenance, that are now more commonly included. Thus,
risk analyses of a particular technology can become more complete as experience
identifies of failure modes omitted from an original risk analysis that can be
included in future analyses. Lack of completeness does not make risk analyses
useless, but it does reduce the validity of its prediction of the risks of
using a new technology. Typically, omission of a failure mode biases the
analysis in the direction of underestimating the true failure rate.
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Conversely, correction of hazards during operations can cause the actual
failure rate to lie below the predicted rate.

Quantifying the failure probabilities of a system from the failure rates
of its components requires historical data on prior failures. This information
may be obtained from data banks, reliability handbooks, engineering models
(such as those that predict failure rates for offshore structures or assess the
likelihood of a ship colliding with a platform), or expert judgment.
Information from each data source will be uncertain: there is limited data on
the failure of components, models are imprecise, and expert judgment is used
only when the other sources are inadequate. The uncertainty in each datum
leads to uncertainty in the calculated probability of each subsequent event,
and in many analyses the uncertainty in the results can be a factor of ten.
(Tveit, 1980; Nuclear Regulatory Commission, 1975)

Some causes of failure, such as sabotage, war, and human error, cannot be
accurately quantified. For example, the National Aeronautics and Space
Administration, a developer and extensive user of risk analysis does more
qualitative than quantitative risk analyses because of the difficulty in
quantifying human error. (McInnis, 1982)

Detailed logic diagrams can be large, complex, abstruse and hard to
follow. Some diagrams spread over many pages. Large, complex ones are often
constructed with the help of a computer, and a computer is needed to calculate
the top event probabilities. This complexity makes the analysis difficult for
a lay person to comprehend, and makes it difficult for both analysts and
interested parties to review analyses for accuracy.

Logic diagrams may not provide all of the information that is needed to do
a complete safety analysis. Logic diagrams are good for describing how
failures occur, but provide little insight into why failures occur or what can
be done to prevent them. For example, a logic diagram can show how equipment
failures and human errors cause blowouts, but would not show how boredom or
lack of motivation contribute to the human errors. Furthermore, logic diagrams
are often constructed by professional risk analysts rather than by people who
have first-hand experience with the systems being analyzed. When the insights
of people with the most relevant experience are ignored, analyses often omit
relevant failure modes, especially those that can not be quantified.

2 NASA's risk analysis practices came under intense scrutiny following the
explosion of the Space Shuttle Challenger in January 1986. These experiences
were not considered in writing this report.
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In summary, logic diagram approaches are powerful methods for describing
and quantifying how systems fail, but they are limited. Their limitations do
not prevent logic diagrams from being useful, but prevent them from being
perfect. Logic diagrams can only produce estimates of risk, and these are
based on imperfect and uncertain assumptions. Because these methods are
uncertain, complex, difficult to decipher and filled with hidden assumptions,
they are prone to misuse. When they are being used to convince rather than to
assess, they can easily be distorted.

2.5.2 Matrix Methods

Matrix methods include preliminary hazard analysis, failure modes and
effects analysis (FMEA), and hazard and operability studies (HAZOP). Each of
these methods is a structured approach to thinking about the ways in which a
system might fail, and each uses a matrix, chart or check list to guide the
analysis. The different types of matrix methods are not precisely defined, and
different analysts use slightly different procedures (Henley and Kumamoto,
1981). The techniques differ in the starting points of their analyses: a
hazard analysis focuses on hazards, a FMEA focuses on the failure modes of
equipment, and a HAZOP focuses on deviations from normal operations.

A preliminary hazard analysis is a formal procedure to identify (a)
hazards (conditions that can potentially lead to injury, death, or
environmental or property damage), (b) events that can transform hazards into
accidents, (c) the consequences of accidents, and (d) measures to prevent
accidents. The studies are usually done at a general level for a project as a
whole, and they are often used as the first step of a detailed risk analysis in
order to identify areas that need further study. Their advantages are that
they are relatively quick and easy to do, and therefore inexpensive, and that
they focus the analysis on the most important areas for further detailed
investigation.

Failure Modes and Effects Analysis (FMEA) is similar to a preliminary
hazard analysis, except that the starting points of an FMEA are the individual
pieces of equipment rather than the individual hazards. (Figure 2.5 is an
example of an FMEA format.) In doing an FMEA, the analyst goes through a
system, component by component, considering each way each component can fail
(its failure modes), the consequences of each failure, and the changes in the
system needed to correct the failures. A related type of formal analysis is
criticality analysis, an extension of FMEA which ranks failure modes on the
basis of how critical they are to the operation of the system.

As a result of the fact that a detailed FMEA considers every failure mode
of every component of a system, including those that are not directly related
to safety, doing an FMEA can be time consuming. At the same time, however, it
does not necessarily focus the analysis on the most important types of failure.
By examining each component separately, this kind of analysis may miss failure
modes arising from the interaction of system elements. Furthermore, FMEAs
concentrate on equipment failures and tend to neglect human failures.
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Hazard and Operability Studies (HAZOPS), like FMEA, are a class of
systematic ways to think through a system to comsider things that could go
wrong with it. The starting point for a HAZOP is a systematic examination of
the potential consequences of deviations from the normal conditions or
procedures of a system. Unlike FMEAs, HAZOPs are not limited to equipment
failures, but also include "operability factors" such as human errors.

HAZOPS are commonly performed by a team that includes a risk analyst,
along with engineers or other knowledgable participants from design,
construction, operations, maintenance, and management. The team uses a series
of guide words to stimulate thinking about how conditions in the system could
deviate from the normal. The team considers the possible causes of such
deviations, their likely consequences, and actions that might be taken to
prevent the deviation. For continuous-flow chemical plants or petroleum
processing installations, typical guide words include no flow, high flow, low
flow, reverse flow, high and low temperatures, and high and low pressuresj each
of which suggests abnormal conditions in the plant.

2,5.3 Structural Reliability Analysis

Until recently, structural engineering has been dominated by deterministic
approaches characterized in design calculations by the use of specified minimum
material properties, specified load intensities, and prescribed procedures for
calculating stresses and displacements. For the most part, this approach to
structural engineering has been embodied in design codes with little feedback
about the actual performance of the structures. The use of design codes with
relatively high factors of safety and the lack of information about actual
behavior of the structures has led to the mistaken perception by many people,
including both professionals and members of the general public, that absolute
safety can be achieved. (Thoft-Christensen and Baker, 1982)

Structural reliability analysis, on the other hand, recognizes that for
any but the most simple structures, there are uncertainties in the material
properties comprising the structure, uncertainties in the loads applied to the
structure and the environment, and uncertainties in the models used to describe
the behavior of the structure. In this case, structural reliability is the
probability that a structure will not reach limit states of failure or
serviceability during a specified reference time period. (Thoft-Christensen
and Baker, 1982)

The sources of uncertainty affecting the behavior of an offshore structure
can be grouped in four main categories:

i. those affecting the loading
extreme wind speed
extreme current speed
the spectral form of the extreme sea-state
the extent of marine growth
hydrodynamic forces
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permanent and semi-permanent deck loads
variable deck loads,

1i. those affecting the structural response
uncertain soil properties on natural frequency
variable deck loads on natural frequenecy
structural and hydrodynamic damping
peak response given a root mean square response,

iii. those affecting component strength
material properties
geometrical imperfections
model uncertainties, and

iv. those affecting systems behavior
ductility of materials
post—buckling strength of components.

Methods of structural reliability have been classified into a hierarchy of
methods by the International Joint Committee on Structural Safety:

Level 1 - Design methods in which a number of partial safety factors
related to nominal values of the major structural and loading variables are
applied to structural elements or the entire structure,

Level 2 - Methods using approximate iterative calculation procedures to
obtain an approximation of the failure probability of the structure, based on a
simplified representation of the joint probability distribution of the
variables; and

Level 3 - Methods in which the exact probability of failure of the
structure or structural component is determined, using a full probabilistic
description of the joint occurence of the quantitites affecting the response of
the structure.

The widely-used recommended practice for planning, designing, and
constructing fixed offshore platforms published by the American Petroleum
Institute (American Petroleum Institute, 1982) is a strictly deterministic
approach based on practices and principles which have evolved during the
development of offshore activities in the U.S., More recently, guidelines have
been investigated and proposed for modifiying the API recommended practice to
included a Level-1 reliability-based design approach. (Moses, 1981) Level 2
methods, in addition to being used directly for structural design, can also be
used in the design of Level 1 codes. (Thoft-Christensen and Baker, 1982; ASCE,
1983) Level 3 methods are currently beyond the scope of design for structures
as complex as offshore platforms.
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2.5.4 Judgmental Methods of Risk Analysis

For some purposes, structured approaches to risk analysis for offshore
systems, such as logic diagrams and structural reliability analysis, are too
expensive, time consuming or inconvenient. They can sometimes be replaced by
judgmental approaches that are more qualitative and intuitive and that depend
more explicitly on experts' judgments of overall effects, as opposed to data on
component behaviors and interactions. Committees, workshops, and other
methods of exploiting existing knowledge about risks use expert judgment and
experience rather than analysis to assess risks. The Marine Board of the
National Research Council in the U.S., and the Burgoyne Committee in the U.K.
have used this approach to obtain a broad overview of offshore risks for
public-policy purposes. (See chapters 3 and 4 for details of some of their
studies.) At the other extreme, many operating companies use workers' safety
meetings to identify and reduce operational risks on a day-to-day basis.

Informal and judgmental methods are most appropriate when there is direct
experience with the risk, when there is no data and expert judgment must be
relied on, or when the important issues at stake revolve around differences of
values and preferences that cannot be resolved by analysis. In the latter type
of circumstance, of course, the results of judgmental approaches depend very
heavily on who participates in the analysis and what interests he is
representing. Therefore, the selection of the participants in the analysis
takes on added importance when the analysis is intended to inform the
decisionmaking process, especially for governmental purposes.

Often a combination of analytic and judgmental approaches can be useful.
In fact, most of the methods in use depend on a combination, and the difference
between the two groups is more a matter of degree than of kind. Rarely, for
example, can a fault-tree analysis be done without some expert inputs on the
probabilities of component behavior, while on the other hand most expert panels
make some use of quantitative methods in carrying out their work.

2.5.5 Consequence Analysis

It is one thing to use such approaches as matrix methods, logic diagrams,
and structural reliability analyses to identify and estimate the probabilities
of the occurence of undesirable events such as loss of well control, collapse
of main platform supports, or fire in a process unit. It is quite another to
model and to analyze the consequences of such events for the surrounding
personnel, environment, and property. The analysis of accident consequences,
which is not within the scope of the present report, can call upon many
disciplines and perspectives. For example, models may be built to describe the
consequences of fires, explosions, water-and air-borne plumes of gases or
liquids, collisions of vessels with platforms, electrical malfunctions, and
many others. Each of these draws upon a well-developed and highly specialized
field of engineering analysis. In this project, we have not attempted to
assess the state-of-the-art of these fields, nor have we reviewed the
methodologies. Thus, we mention this aspect of the analysis problem here only
for completeness and to remind the reader that, while it is sufficient for some
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purposes, for many others it is not enough to do the probabilistic analysis of
events, and that consequences must also be examined.

For some purposes, of course, risk analysis must not only consider the
consequences of undesirable events but must also attach values and costs to
those undesirable consequences. This is required when risk analysis is used as
an input to decision-making in which safety is being balanced against other
valued outcomes such as the production of the resource, or the cost of
achieving a safer system. Once again, a great deal of literature and expertise
has been developed in attaching value to the undesirable impacts of human
activities on the environment, safety and property loss. For a review of such
methods and their limitations and problems, the reader is referred to such
sources as Freeman (1979) and Ashford, Hill, et al. (1980).

2.6 CONCLUDING OBSERVATIONS

Because each method of risk analysis has both advantages and limitations,
it is common for studies of offshore risk to use a combination of several
techniques. An analysis often begins with a preliminary hazard analysis to
identify hazards, followed by a fault-tree analysis to identify the causes of
the hazards, and an event-tree analysis to quantify the consequences. Some
studies have used hazard and operability studies to identify problem areas in
the system, and have then used fault-tree analysis to quantify the risks.
Others have used fault-tree analysis to describe the way a system fails, and
have used the Delphi method to obtain estimates from experts on failure
probabilities. Rather than viewing each risk analysis method as a complete
tool, one should view them as an array of tools to be used as needed to
accomplish a specific task.

The strengths and limitations of the various risk analysis methods and the
characteristics of each application determine which method is most appropriate
in each case. The important characteristics of the application are the purpose
of the analysis, the type of risk, the nature and stage of development of the
system, and the extent of the experience with similar systems and with risk
analysis methods.

The common purposes of a risk analysis are to estimate unknown risks or to
identify ways to reduce them. Estimating risks requires quantitative analyses
using logic diagrams, structural reliability analyses, and other models, or
extrapolation from the historical record. Determining ways to reduce risk does
not require quantitative analysis, but does require insight into the system to
identify ways to make it safer.

Offshore risks are of a variety of types. They vary according to the
scale of the consequences, the type of consequence, the time period of the
consequences, the frequency of the risk, and the cause of the risk. Offshore
risks include risks to people, to the environment, and to property, and
different kinds of analysis are appropriate for each. Assessing risks to the
environment requires an understanding of the fates and effects of pollutants,
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and a risk analysis might require environmental consequence modeling that
extends beyond the boundaries of the engineering system. Accidents that result
in monetary damage are much more common than accidents that result in injuries
or fatalities, and the extra data required affects the type of analysis that is
most useful.

Different risk analysis methods are appropriate for addressing different
causes of offshore risks. Some risks, including many workplace accidents and
operational failures such as blowouts, are principally caused by human error,
and methods of risk analysis that include the participation of people with
direct experience are necessary to do useful analysis of such risks. Other
risks are caused by environmental forces, such as waves, winds, and
earthquakes, and require analyses of the effect of these forces on structures
and operations. Still other risks arise from design errors, and logic diagrams
are appropriate for detecting problems of this kind.

Analyses of large-consequence risks generally warrant a larger investment
of time and money than small-consequence risks. Rare risks require a more
analytic approach than higher-frequency risks, since there will be a larger
base of experience for the latter than for the former.

Different systems require different methods. An offshore platform that
might fail due to the cumulative force of wind and waves requires a different
type of analysis than a production system that might fail because one of its
components fails due to mechanical wear. A structural reliability analysis is
appropriate for the former system, while logic diagrams are appropriate for the
latter. Systems in which people have a major role must be analyzed using
methods that take human behavior into account.

Another characteristic of a system that influences the selection of an
appropriate method of analysis is the amount of experience with the system;
that is, the extent to which the system is new and represents a major advance
over previous systems. Technological systems that are simply evolutionary
extensions of existing, tested systems do not require the same kind and degree
of analysis that totally new systems should receive. For example, in the U.S.
Gulf of Mexico, offshore production methods have evolved continuously from
land-based technology, and there have been few discontinuities in technology
development. Since each new system was only a minor advance over existing
ones, its risks could be extrapolated from experience. Since the individual
platforms were relatively small and inexpensive compared with some of the
platforms now used in frontier areas, improvements in technologies could be
based on experience; if a new technology worked it could be kept; if it didn't,
it would be discarded. In the North Sea and in U.S. frontier areas, however,
the technologies and systems face conditions that are quite different from the
Gulf Coast, and they embody major discontinuities over previous technologies.
Thus, prior experience cannot be relied on, and more elaborate analysis is
needed both to determine t